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Market Pain

Today’s Problems

▪ AI cyber risk is growing

▪ AI & Cyber skills shortage / retention

▪ Conventional security tools struggle with AI

▪ Lack of commercial tool chain (manual)
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“How do we deal with AI / LLM security?”
software
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Fundamentals

Good to Remember…

▪ We’re still dealing with software, hardware, data

▪ Conventional cyber security issues still apply

▪ Although there are nuances/differences with LLMs

▪ Require updated governance, playbooks, tools, training
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Use Case

LLM Jailbreak
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Use Case

Prompt Redirect
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Use Case

Remote Code Execution
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Attacks against LLMs

Model Leeching

▪ Copy LLM characteristics

▪ Create targeted attack vs. LLMs

▪ Take open-source exploits to closed-source models
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▪ 73% similarity vs. ChatGPT-3.5-Turbo

▪ Completed in 48 hours for $40

▪ Applicable to all LLMs

Attacks against LLMs

LLM Leeching
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Attacks against LLMs

LLM Attack Staging

▪ 11% attack gain in ChatGPT-3.5-Turbo

▪ Completed in 48 hours for $50

▪ Open source -> closed source
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▪ LLM security vulnerabilities can be intrinsic

▪ How the model reacts (input/output)

▪ Changes based on training & deployment

▪ Fast changing threat & technology landscape

▪ Model families, open-source

Open challenges

Why is it Difficult? 
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▪ Open problem actively worked upon

▪ Technical, process, organisational

▪ Require mapping remediations to risks

▪ AI Security Testing & Red teaming

▪ Nvidia NeMo Guardrails

How to address

Remediation Create an organizational AI / Sec Dev program

Minimize LLM privileges to access systems

Understand and define potential LLM threats

User / Staff training; audit shadow LLMs

Sanitize training data

Assess various open-source LLMs

Model hardening

Jailbreak detection
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▪ Follow AI security initiatives 

▪ OWASP AI exchange, MITRE ATLAS, NIST, ISO 27090, etc.

▪ Best practise frameworks from governments & companies

▪ Engage with AI security companies

How to address

Remediation
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▪ LLMs face new and established security risks

▪ Will grow increasingly complicated & prominent

▪ It’s still part of SDLC / service procurement

▪ Update processes, playbooks, and tooling

LLM Security

Conclusions
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Try for yourself

Mindgard AI Security Labs

AI Security at your fingertips

▪ AI security testing & red teaming

▪ Quickly determine AI risks & remediation

▪ Includes LLMs and GenAI

Completely free!

▪ Register and you’re good to go

▪ https://sandbox.mindgard.ai (QR code)

https://sandbox.mindgard.ai/


mindgard.ai

Thank you

hello@mindgard.ai

mailto:hello@mindgard.ai
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